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圖 1 次世代網路概覽

**摘 要**

對於第五代 (5G)行動網路而言，了解使用者如何移動以有效地分配網路資源是一個重要的議題。本論文嘗試找出適合的特徵來有效識別四種交通工具，包括地鐵、鐵路、高速鐵路以及汽車 (高速公路)。我們提出了一個只使用蜂巢式網路資訊的系統架構來達成準確且具有即時性和適應性的辨識。由於我們不像大多數的相關其他研究使用GPS，因此包括電力的消耗、紀錄檔案 (log file)的大小和計算的時間都能大幅減少。我們蒐集了大約500小時的資料集來進行表現的評估，實驗結果證明將我們提出的方法應用在知名的機器學習演算法上，能將準確率改善至98%左右，此外，實驗結果也證明我們的方法能減少約8%至16%的耗電量。

**關鍵字：**5G、交通工具識別、機器學習、蜂巢式網路、分類問題。

**一、前言**

網路切片 (network slicing)是5G行動網路裡的其中一項重要特徵。網路切片能讓網路業者在一個共同的網路基礎架構之上，針對不同使用者的不同需求，提供具備不同資源的虛擬網路以滿足這些需求，這些虛擬網路因此能支援5G行動網路預期提供的多種服務。如圖 1所示，被稱作次世代網路 (next generation network)的一個實體網路會被切成多個虛擬網路來支援不同行為模式的使用者，不同的網路資源和特定的移動策略也會透過共同的核心網路被分派給不同類型的使用者。因此，如何自動辨識服務型態、推斷適合的服務提供機制，並且建立需要的網路切片是必要的。

為了要智慧地實現次世代網路，我們必須先探討使用者的服務需求。在本論文中，我們著重在分析使用者的移動行為。我們使用機器學習的演算法來進行移動類型的辨識，且我們主要關注的移動類型為「有引擎」的移動類型，因為無引擎的移動類型 (如行走、慢跑、騎腳踏車等等)其移動速度通常並沒有快到需要網路業者分配額外的特定資源。此外，無引擎的移動類型可以用慣性測量單元 (inertial measurement unit, IMU)的資料來偵測，如智慧型手機裡的加速度計、陀螺儀和旋轉向量感測器[1], [2]等。

在此論文中，我們嘗試擷取出適合的特徵來辨識四種有引擎的交通工具，包括地鐵、鐵路、高速鐵路以及行駛在高速公路上的汽車。我們使用多種不同的機器學習方法來訓練分類器，並將多種知名的機器學習演算法的評估結果呈現在此論文中。這篇論文的主要貢獻包括：

1. 我們提出的系統架構提供移動類型辨識問題一個準確、即時且具適應性的解決方案。此架構只使用了蜂巢式網路資訊，並能被進一步的應用到其他如碳足跡、智慧導航、老人追蹤器、智慧城市和交通分析等應用。
2. 我們從蜂巢式網路資訊擷取位置資訊，並提出蜂巢式資訊結合滑動視窗的特徵擷取方法。此方法並不受限於智慧型手機，而是適用於任何能透過蜂巢式網路連上網的裝置。

**二、問題限制與挑戰**

智慧型手機可以提供包括GPS、加速度計、磁力計、氣壓計、重力感測計、光感測器、蜂窩式/無線信號等量測資訊，這些資訊雖然能協助辨識交通工具，但他們的使用仍存在一些挑戰：

* **環境限制：**由於GPS能夠提供使用者的具體位置資訊，因此能協助辨識交通工具。但是GPS定位需要設備端與衛星保持直視 (line-of-sight)的通訊，所以像是隧道和都市等環境，因為有許多屏障，可能都不適用，或是像在地鐵這種地底環境下，GPS也是沒有辦法定位的。其他感測器，如磁力計、氣壓計或光感測器等，則是容易被環境中如電子產品、濕氣/溫度、陽光等因素影響。

表 1 相關研究概要

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 研究 | 高鐵 | 鐵路 | 地鐵 | 汽車/巴士 | 腳踏車 | 走路 | 跑步 | 靜止 |
| Yu Zheng [11] |  | O |  | O | O | O |  | O |
| Gong. H. [25] |  | O |  | O | O | O |  | O |
| Leon Stenneth [4] |  |  |  | O | O | O | O | O |
| Wenbo Zhu [26] |  |  | O | O | O | O | O |  |
| Threresa Nick [6] |  |  | O | O | O | O |  | O |
| Fang [27] |  |  | O | O |  | O |  |  |
| Arash Jahangiri [7] |  | O | O | O |  | O |  | O |
| Su [2] | O |  |  | O | O | O | O | O |
| Our work | O | O | O | O | O | O | O | O |

**改善方法：**現今不論是在地面上還是地面下，交通路線附近都普遍的部署了基地台，因此我們將如章節五-(二)所述使用蜂巢式網路資訊取代GPS進行定位。

* **耗電問題：**使用智慧型手機進行長時間量測時，計算的資源會是主要的限制。取樣頻率越高，耗電的速度就會越快，若使用GPS更會消耗相當可觀的電量[3]。

**改善方法：**我們使用蜂巢式網路資訊取代基地台，搭配我們在章節五-(三)所提出的一個新演算法，只要有基地台資訊和換手 (handover)頻率，就能根據*事件*進行採樣，可以降低電力的消耗、紀錄檔案的大小和計算時間。

* **隱私問題：**從手機蒐集越多種感測資料，使用者的所在位置和活動狀態就越有可能被偵測及辨識。

**改善方法：**我們透過蜂巢式網路資訊得到的位置精確度比GPS粗略，並且我們的方法不需要使用額外的感測資料，可以大幅降低使用者對於隱私權的憂慮。

**三、背景介紹**

交通工具辨識的問題屬於行為辨識議題的一環，傳統上會使用規則式 (rule-based)演算法解決交通工具辨識的問題，常見的作法是設計一些if-else條件並找到最好的閾值 (threshold)。然而，為了處理多種不同交通工具的狀況，演算法可能會變得很複雜，因此學習式 (learning-based)演算法成為日漸普及的新途徑。近期很多研究利用手機蒐集到的資料來進行機器學習，並且有越來越多的研究著重在*監督式學習*，希望能透過從手機量測到的資料擷取更多能協助判斷的特徵。我們根據欲辨識的交通工具類別將近期的交通工具辨識相關研究整理於表 1，也根據使用的量測資料種類將相關研究分成以下常見的四類：

* GPS/GIS資訊

：這些研究使用地圖匹配技術將使用者的GPS/地理資訊系統 (GIS)軌跡對應到參考資料庫裡記錄的交通工具座標。GIS資料可以被用來產生更突出的特徵，如在[4], [5]的研究。除了GPS/GIS資訊，[6]–[9]的作者們結合了智慧型手機上的加速度計所量測到的資料，表現比單純使用GPS資料要來的好。Zheng等作者[10]使用如速度的平均值、期望值、前三快的速度和加速度等統計值作為特徵，用以辨識四種交通工具 (腳踏車、公車、汽車、走路)。除此之外，Zheng等作者在[11]中提出更進階的特徵，包括方向變化率、停止率和速度改變率，成功達到更高的準確率。

* 慣性測量單元 (inertial measurement unit, IMU)資料：相關演算法使用加速度計、陀螺儀、旋轉向量感測器和磁力計來蒐集手機使用者行為的不同資訊[1], [2]。
* 其他感測器：[12], [13]的作者們使用從其他感測器量得的資訊，包含體溫、心率和光強度等作為特徵來訓練一個能預測使用者活動的模型，預測的活動項目包括走路、跑步、騎腳踏車等。
* 無線訊號：蜂巢式網路、Wi-Fi或藍芽訊號的改變也能用來偵測使用者的行為。例如[13]–[15]的作者們使用蜂巢式網路訊號強度的波動來偵測使用者是處於靜止、走路還是開車中的狀態。

在此論文中，我們著重在使用蜂巢式網路資訊 (即上述的無線訊號一類)，但和其他相關研究的做法不同，我們不使用訊號強度波動作為特徵，而是提出一個全新的演算法來整合位置資訊和蜂巢式網路資料。由於現今交通路線沿線都會廣泛的佈建基地台，蜂巢式網路資訊會比GPS/GIS更可靠，特別是地鐵等交通工具。此外，由於我們的演算法只聚焦在手機連上哪個基地台和換手的頻率為何，因此能減少電力的消耗、紀錄資料的大小以及需要的CPU計算能力。



圖 2 系統架構

**四、系統總覽**

表 2 資料集描述

|  |  |  |  |
| --- | --- | --- | --- |
| 種類 | 時間 | 資料筆數 | 可得GPS比例 |
| 高鐵 | 142小時 | 12012 | 69% |
| 地鐵 | 120小時 | 8426 | 0% |
| 鐵路 | 206小時 | 42681 | 68% |
| 國道 | 116小時 | 38160 | 86% |
| 其他 | 56小時 | 20804 | 61% |

(一) 系統架構

我們提出的系統架構如圖 2所示，主要分成兩個階段：離線學習 (offline training)階段和線上學習 (online training)階段。離線學習階段會利用一個初始的資料集訓練出一個分類模型，線上訓練階段則利用使用者的回饋來微調 (fine-tune)此模型以改善辨識的結果，因此最後不同的使用者會擁有各自的模型，這些使用者新產生的資料和其利用個人模型生成的辨識結果，可以存回資料庫做為未來分析使用，這些新的資料也能用於初始分類模型的重新訓練。以下我們將詳細介紹各個步驟：

1. 初始資料蒐集：我們自己蒐集了如GPS和蜂巢式網路資訊等基本資料。值得注意的是我們的演算法實際上並不需要用到GPS的資訊，我們蒐集GPS資訊的原因是使用它來驗證我們資料標籤 (label)的正確性。我們透過自行開發的APP[16]蒐集各種交通工具的資料，資料內的時間資訊可以輔助我們進行標註 (labeling)的工作。到目前為止我們已經蒐集超過500小時的資料，資料集的描述詳見表 2。
2. 上傳資料：在步驟1)蒐集的資料會透過網路上傳至伺服器並儲存存在資料庫中，在本論文研究中我們採用了SQL-based資料庫系統。
3. 模型訓練：在資料清洗和正規化後，我們使用滑動視窗特徵擷取方法擷取出數個特徵進行模型的訓練，並在多次驗證和調整至最佳參數後，挑出表現最好的模型。



圖 3 系統工作流程圖

1. 模型部署：在步驟3)被訓練好的模型可以部署至手機APP或是透過如RESTful APIs等應用介面供使用者使用。
2. 回饋蒐集和線上訓練：我們採用線上學習演算法，利用使用者回饋進行預訓練模型的微調。使用者回饋可以用一段時間中使用者自行標記的標籤來呈現。由於篇幅有限，我們只評估我們提出之系統架構的可行性，如何驗證使用者的回饋是否正確或是惡意誤報等情況並不在此論文的討論範圍中。使用者的回饋會被輸入至原始的模型中並更新模型，增加對不同使用者的適應性。使用者量測到的資料會在*線上階段*被轉成特徵向量，接著會被輸入至在*離線階段*預訓練出的模型，最後生成個人化的交通工具辨識器。
3. 資料更新： 使用者新產生的資料和個人模型生成的辨識結果可以存回資料庫做為未來分析使用，也可以用於初始分類模型的重新訓練。

(二) 系統工作流程

 我們提出的系統工作流程如圖 3所示。在離線階段時，我們先將原始蒐集到的資料 (表 2)以7:3的比例分成訓練和測試資料集，測試資料集將作為最後準確率的評估使用。而其中訓練資料集可以更進一步以4:1被分成訓練資料和驗證資料，此為5折交叉驗證 (5-fold cross validation)的做法，我們將訓練資料集隨機切成五等份，訓練時我們使用其中的四份，剩下的一份資料將作為驗證資料，在訓練完後用來評估模型的性能。在資料前處理階段，我們移除資料中不正常的離群值。接著，我們使用我們提出的蜂巢式資訊結合滑動視窗的特徵擷取方法來從資料中擷取特徵，並利用格點搜尋計算法來找到各種學習演算法的最佳超參數。最後，我們用測試資料集測試並挑選出擁有最高準確率的模型，而這個模型會在線上階段時部署給一般使用者使用。這些使用者會蒐集新的資料集，資料集經過資料前處理和蜂巢式資訊結合滑動視窗的特徵擷取方法等步驟後，會和使用者提供的回饋一同被送進上述預訓練好的模型，預訓練模型將能根據這些資料做更進一步的微調，進而改善個人模型的適應性及準確率。

**五、蜂巢式資訊結合滑動視窗的特徵擷取方法**

在這個章節，我們會先介紹相關術語，接著會介紹我們使用的參考基地台表 (reference cell table)之建立方式，以及我們提出的蜂巢式資訊結合滑動視窗的特徵擷取方法。

1. 蜂巢式網路資訊術語

圖 4呈現了使用者在持續移動時手機拿到的蜂巢式網路資訊，最開始時手機會連上基地台編號 (cell identity，之後都簡寫成Cell ID)為的基地台，此基地台的所屬的細胞 (服務區)標示為。我們可以透過Android系統內一個稱作*onSignalStrengthsChanged()*的應用程式介面 (API)，拿到基地台的資訊，包括： (1)用來辨識基地台所屬電信商的行動國家編碼 (mobile country code，MCC)、行動網路編碼 (mobile network code，MNC)， (2)在3G和4G行動網路裡被使用來辨識位置區或追蹤區 (一組基地台的覆蓋範圍)的位置區碼 (local area code，LAC)和追蹤區碼 (tracking area code，TAC)， (3)用來辨識各個基地台的基地台編號 (Cell ID)，和 (4)在3G和4G行動網路用來識別基地台實體層的主擾論碼 (primary scrambling codes，PSC)和物理小區標識 (physical cell ID)。當使用者移動至和的覆蓋範圍交界時，換手 (handover)可能會發生，也就是服務手機的基地台從換成。代表和間的距離 (cell distance)，細胞停留時間 (cell residence time) 則是指從連上到換手至之間的時間。

1. 參考基地台表 (reference cell table)

現有基於蜂巢式網路的演算法大多只使用換手的次數，或是服務的基地台及其附近其他基地台的訊號強度進行交通工具辨識[15], [17]，然而接收到的訊號強度容易被環境干擾，導致演算法結果不精確。我們另外使用了基地台的位置資訊，讓我們能透過追蹤使用者手機的服務基地台來粗估使用者的所在位置。也就是說，我們能追蹤使用者連上的多個基地台並和交通工具的路線比對，進而辨識使用者所搭乘的交通工具。然而，仍有兩個挑戰需要被克服： (1) 如何拿到基地台的位置資訊，和 (2) 如何知道一個基地台在交通工具的路線附近？我們提出了參考基地台表 (reference cell table) 的方法，它是一個記錄著接近四種交通工具 (高鐵、地鐵、鐵路和國道) 的各種基地台及它們位置資訊的資料庫，以下將會更詳細地解釋如何使用參考基地台表來解決上述的兩個挑戰。

* 基地台的位置資訊：理想上，我們能從電信商取得基地台的位置資訊，然而多數的電信商並不會公開這些資訊。所幸基地台的位置資訊是能透過群眾外包 (crowd-sourcing)來蒐集的，例如：Google[18]和OpenCellId[19]都有蒐集並公開基地台和其位置資訊。我們也招募了一些志願者來蒐集台灣前五大電信商的基地台位置資訊[16]，接著就能透過基於加權質心的計算方式[20]算出基地台的位置，計算方式的核心概念是使用者手機訊號強度良好時，往往代表使用者和基地台的距離較近，基地台的預測位置可以用下面的公式來計算：

其中基地台第次的量測位置為，其權重為，總共有的量測資訊。

我們用自己量測與計算出來的基地台資料和Google及OpenCellID計算平均絕對誤差 (mean absolute error，MAE)並進行比較，和Google的平均距離誤差約300公尺，低於OpenCellID的500公尺，代表Google的資料在台灣的準確度高於OpenCellID的資料。因此，當基地台資訊不存在在我們的reference cell table時，我們選擇使用Google的資料集作為輔助。



圖 4 手機量到的蜂巢式網路資訊

* Cell-ID：利用我們開發的APP，我們能蒐集使用者在一趟旅程中，搭乘不同交通工具所經過的所有Cell-ID。

簡言之，我們創建了一個reference cell table，它包含了可以用於交通工具辨識的Cell-ID和對應的位置資訊。

1. 蜂巢式資訊結合滑動視窗的特徵擷取方法

如圖 5所示，我們將蜂巢式網路特徵從紀錄檔案的一組樣本點中擷取出來，稱作一個segment，一個segment是由長度為秒的樣本點組合而成的。除了換手的頻率，我們也另外使用了兩種之前沒有被使用過的蜂巢式網路資訊： (1) 一個segment間的cell distance，和 (2) 每種交通工具匹配到的基地台數量。我們使用的蜂巢式網路資訊更詳細的介紹如下：

* 一個segment間的換手頻率：理想上，使用者移動的越快就會發生越多次的換手。在現實世界中，因為無線訊號的傳播本來就有雜訊存在，基地台的負載也隨時在變化，服務使用者的基地台可能會在鄰近的基地台間不停切換，這個現象稱作乒乓效應 (ping-pong effect)[21]。乒乓效應發生時，換手的次數就無法代表使用者的移動速度。為了改善此問題，我們只在每個基地台於segment中第一次被連上使用者手機時將其納入換手次數的計算。
* 一個segment間的cell distance：我們利用segment中紀錄的第一筆和最後一筆基地台的位置距離，來估計使用者的移動速度。基地台的位置資訊能透過先前介紹的參考基地台表來得到。
* 每種交通工具匹配到的基地台數量：這個特徵由五個數字組成，每個數字代表一種交通工具，分別是高鐵、地鐵、鐵路、國道及其他。我們計算一個segment中每個基地台匹配到的交通工具，如果某一種交通工具在這個segment中被匹配到越多次，就代表使用者越有可能在該種交通工具的路線上。



圖 5 蜂巢式資訊結合滑動視窗的特徵擷取方法

然而，我們無法保證參考基地台表包含了所有的基地台的Cell ID，也就是說使用者量測到的Cell ID有可能沒有記錄在我們的參考基地台表內的。為了解決此問題，我們提出了三種解決方法： (1) 忽視沒有記錄的Cell ID， (2) 把沒有記錄的Cell ID當作其他類別 (如果我們的參考資料表包含了四種交通工具沿線上大多數的基地台資訊，沒看過的Cell ID就很可能是其他類別)，和 (3)用歷史資訊預測此Cell ID的匹配交通工具。

上述的第三種解決方法可以被當作一個新的特徵，因為使用者搭乘交通工具的行為具備時間上的連續性，因此將歷史資訊作為一個新的特徵，對於交通工具辨識而言是很重要的。如圖 5所示，如果我們設定滑動視窗的視窗大小為3，就能納入歷史資訊，統計出一共3個segments中所有交通工具匹配數量作為新的特徵，進行交通工具的辨識。

**六、實驗結果**

在此章節中，我們先提出一些問題來尋找適合蜂巢式資訊結合滑動視窗的特徵擷取方法 (為節省篇幅，以下簡稱為*蜂巢視窗方法*)的參數。接著，我們會介紹一些用來評估蜂巢視窗方法的評估指標 (metrics)。最後，我們會用一些知名的機器學習方法來檢視蜂巢視窗方法的表現。

首先我們提出一些問題如下：

1. 在蜂巢視窗方法中，我們提出三種克服基地台沒被記錄在參考基地台表的方法，哪種方法最能提高準確率？
2. 如何設定蜂巢視窗方法的segment時間長度和滑動視窗大小？
3. 利用使用者的回饋來進行線上更新，相較於離線演算法，在準確率、訓練時間、模型大小及預測時間等面向是否能達到更佳的表現？
4. 蜂巢視窗方法是否能比基線 (baseline)演算法減少更多的手機耗電量？
5. 評估

(1) 資料集：我們使用如表 2描述的資料集進行我們的實驗，我們的資料集包含不同種交通工具共超過500小時的資料，且訓練資料包含了以下兩種：

* 基線 (baseline)資料集：這種資料集是用作模型的預訓練並在離線階段驗證模型的準確率。
* 補充資料集：為了驗證線上階段時的模型準確度，我們請線上階段訓練資料的蒐集者蒐集1)同手機 2)同電信商 3)同段路線的資料，並將這些資料稱作補充資料集。

(2) 評估指標：我們使用兩種指標：*精確率 (precision)*和*召回率 (recall)*來評估蜂巢視窗方法的特徵擷取表現。將交通工具的標籤作為真實類別(ground-truth)，精確率為資料辨識結果正確的比例，召回率則為貼有真實類別的資料中，辨識結果和真實類別相同的比例，我們用我們的資料集來算出這兩個指標，兩個指標的值都是越高越好。



圖 6 比較未知Cell ID的三種解決方式。 (a) 方法1：忽略未知Cell ID。 (b) 方法2：把未知Cell ID當作其他類別。 (c) 方法3：參考歷史資料 (此實驗中視窗大小為4)。



圖 7 比較不同的segment長度和視窗大小。 (a) 離線訓練，XGBT。 (b) 線上訓練，SGD。

 為了進一步評估模型的總體表現，我們也考慮F1分數 (F1-score)[22]，即精確率和召回率的調和平均，來進行評估。F1分數 定義如下：

(二) 蜂巢式資訊結合滑動視窗特徵擷取方法表現

 (1) 離線階段的分類結果：我們用知名的演算法來進行分類結果評估，如K-近鄰演算法 (k-nearest neighbor，KNN)、支援向量機 (support vector machines，SVM)、隨機森林 (random forest，RF)、XGBoost (XGBT)、多層感知器 (multiple layer perception，MLP)和SVM下的隨機梯度下降法 (stochastic gradient descent，SGD)。我們使用Python的scikit-learn[23]和tensorflow[24]套件來實作學習的演算法。首先，我們比較前述參考基地台表處理未知Cell ID的三種解決方法之表現，並呈現比較結果；接著，我們展示不同segment時間長度和視窗大小的比較結果。由於篇幅有限，我們只呈現F1分數的結果如下：

* 參考基地台表處理未知Cell ID的三種解決方法之準確率：三種方法在不同segment時間長度的F1分數如圖 6所示。方法1 (圖 6-(a))使用XGBT且時，F1分數可以達到97%。總體而言，較大的代表學習演算法能得到更長時間的資訊，因此如果忽視未知的Cell ID且又不夠長時，剩下的資訊可能不足以讓演算法正確的辨識交通工具，也就是說拉長能改善未知Cell ID的問題。然而，如果太長，改善的效果就會開始降低，因為一個segment可能就會包含兩種以上的交通工具，造成辨識結果容易出錯。方法2 (圖 6-(b))的表現並不如方法1，因為直接將未知Cell ID改成其他類別會一定程度地干擾學習演算法的成效 (會降低召回率)。方法3 (圖 6-(c))的F1分數比方法1和2都要高，因為它利用歷史資訊 (滑動視窗)將未知Cell ID的影響降低。綜上所述，使用滑動視窗的方法3更適用於交通工具辨識。
* 不同segment時間長度和滑動視窗大小的準確率：圖 7的(a)和(b)分別呈現了離線 (XGBT)和線上 (SGD)學習演算法在不同segment時間長度和視窗大小的結果。總體而言，越大代表有更多的資訊會被送入學習演算法，所以能達到較高的準確率。相反的，當和的值降低時準確率就會下降，因為學習演算法無法拿到足以用來辨識的資訊。但是當較小但增加時，由於增加代表有較多的歷史資訊會被考慮，所以準確率仍然會增加。利用我們提出的蜂巢視窗方法應用在線上學習的SGD時，如圖 7-(b)所示，即便是在大小只有1和長度只有30秒的狀況下，準確率仍能達到94.5%。當被設置成240秒時能達到最佳的準確率，主要是因為台灣地鐵兩站間的距離通常小於4分鐘，所以能得到較完整的地鐵資料，使辨識地鐵的準確率提升。比較離線和線上訓練的結果，蜂巢視窗方法應用在離線訓練的結果如圖 7-(a)所示，XGBT平均能達到約98%的F1分數，應用在線上訓練的SGD則如圖 7-(b)所示，能達到約97.8%。綜合以上，當segment較長時，系統在擷取蜂巢式網路資訊和將資料輸入至學習模型前的等待時間也會比較長。因此，我們傾向選擇較短但又同時能維持理想準確率的segment和視窗大小。

 (2) 線上階段的分類結果：訓練資料集的大小對於傳統學習演算法的成效至關重要，較小的資料集通常會導致較低的辨識準確率。雖然蜂巢視窗方法蒐集了一些有利於分類的特徵，但卻無法確保涵蓋了所有的情境。因此，我們使用線上學習，透過蒐集新的資料集 (即使用者的回饋)更新現有的模型。接下來，我們會用補充資料集在離線和線上學習演算法的表現來評估蜂巢視窗方法。準確率、訓練時間、模型大小和預測時間的評估結果如圖 8。我們發現透過給予更多的資料集，不論是離線還是線上的學習演算法，準確率都能有所提升 (圖 8-(a))。一開始，線上學習的準確率比離線學習要低，但是隨著資料的增加，兩者的準確率也越來越接近。在模型大小的部分，線上學習演算法的模型只有約2 KB，但離線演算法的模型有500 KB (圖 8-(c))。圖 8的(b)和(d)則可以看到不論是模型訓練或是預測，線上學習演算法需要的時間都低於離線學習演算法。線上學習演算法訓練模型只需要約10毫秒，預測模型則只需要約1毫秒的時間。



圖 8 補充資料集的表現評估比較。(a)F1分數， (b)訓練時間， (c)模型大小，及 (d)預測時間。



圖 9 耗電量比較

(3)耗電量：我們使用小米Note 4進行耗電量的比較實驗，我們比較在螢幕開和關兩種狀況下，使用蜂巢視窗方法 (蒐集蜂巢式網路資訊)和使用基於GPS的學習方法 (蒐集GPS資訊)的耗電量，並將兩種資訊都不蒐集的耗電量作為基線(圖 9的Idle)，結果如圖 9所示。當螢幕開啟並經過6小時後，使用蜂巢網路方法比使用GPS的方法減少約8%的耗電量，在螢幕關閉時則能減少約16%。

**七、結論**

對於5G網路而言，正確的辨識使用者服務型態，並有智慧的分配資源是一個迫切待解的議題。因此，我們分析使用者在不同交通工具上的移動模式，包括高鐵、地鐵、鐵路和國道。在此論文中，我們提出了一個使用機器學習實現交通工具辨識的方法，以及只使用蜂巢式網路資訊來提供準確的交通工具辨識結果的系統架構。我們蒐集了約500小時的資料集來進行評估，實驗結果顯示我們提出的演算法能有效地被應用在數種知名機器學習方法上，並達到約98%的辨識準確率。我們的實驗結果也顯示我們的方法和使用GPS的方法相比，能減少約8%至16%的耗電量。未來我們希望能更進一步，應用深度學習至蜂巢式資訊結合滑動視窗特徵擷取方法，更加提升準確率等表現。
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